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Abstract. Reachability analysis for timed automata using SAT-based methods was considered in many papers, occurring to be a very efficient model checking technique. In this paper we show how to apply this method of verification to timed automata with discrete data, i.e., to standard timed automata augmented with integer variables. The theoretical description is supported by some preliminary experimental results.

1. Introduction

Verification of correctness of systems, programs and protocols is a topic of a big practical importance. There exist many methods of testing correctness. One of the most widely used is the model checking approach.

The first step towards applying model checking is to describe the system to be verified, using one of the appropriate formalisms. In the case of systems with time dependencies, the most popular description methods are Petri nets with time [12, 16] and timed automata [1]. In order to obtain a more compact
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description, the formalisms are augmented with additional data. In this paper we consider TADD - timed automata with discrete data (i.e., integer variables).

Model checking techniques can be applied to verification of various classes of properties. In this work we focus on testing reachability, i.e., checking whether the system can ever be in a state of certain (usually undesired) features. This, in principle, should require searching through the whole state space of this system (model). However, in most the cases such a search cannot be done due to the state explosion, i.e. the fact that the state spaces - in particular these of timed systems - are very large (even infinite). Many methods of dealing with this problem have been developed. In this work, SAT-based verification (i.e., Bounded Model Checking - BMC) is applied.

There exist many publications devoted to verification of timed automata - either standard ones, or extended in various ways [3, 5, 7, 8, 9, 10, 14, 17]. These augmented with integer variables are considered mainly in a series of papers related to the tool UPPAAL [6]. On the other hand, reachability checking is covered in many works [5, 8, 10, 15, 17]. In our paper we consider a subset of automata supported by UPPAAL, and the approach to reachability verification which follows some previous works dealing with SAT-based model checking for standard timed automata [17, 18, 19].

The rest of the paper is organised as follows: in Section 2 we provide preliminary information, among others the definitions of timed automata, their networks and concrete models for them. The next section introduces discretised models for the automata, whereas Section 4 discusses reachability verification. Sections 5 and 6 contain experimental results and final remarks.

2. Preliminaries

Let \( \mathbb{N} \) denote the set of naturals (including 0), \( \mathbb{Z} \) - the set of integers, \( \mathbb{Q} \) - the set of rational numbers, and \( \mathbb{R} (\mathbb{R}_+) \) - the set of (non-negative) reals.

2.1. Transition Systems

In our further considerations we need the notion of transition systems. So, in what follows by a transition system we mean a tuple \( S = (S, s^0, \Lambda, \rightarrow) \), where \( S \) is a set of states, \( s^0 \in S \) is the initial state, \( \Lambda \) is a set of labels, and \( \rightarrow \subseteq S \times \Lambda \times S \) is a (labelled) transition relation. The system starts at the initial state, and if \( (s, \lambda, s') \in \rightarrow \) then it can change its state from \( s \) to \( s' \) on the label \( \lambda \). We write \( s \xrightarrow{\lambda} s' \) if \( (s, \lambda, s') \in \rightarrow \), and \( s \rightarrow s' \) if there exists \( \lambda \in \Lambda \) s.t. \( (s, \lambda, s') \in \rightarrow \). By a \( k \)-path in \( S \), for \( k \in \mathbb{N} \), we mean a finite sequence \( \pi = (s_0, \ldots, s_k) \) of states of \( S \) s.t. \( s_0 = s^0 \) and \( s_i \rightarrow s_{i+1} \) for any \( 0 \leq i < k \). We say that a state \( s \) is reachable in \( S \) if there exists \( k \in \mathbb{N} \) and a \( k \)-path \( \pi = (s_0, \ldots, s_k) \) such that \( s_k = s \).

2.2. Variables

Let \( IV \) be a finite set of integer variables. The set of arithmetic expressions over \( IV \), denoted \( Expr(IV) \), is defined by the following grammar:

\[
expr ::= c | v | v \otimes c | c \otimes v | v \otimes v,
\]

where \( c \in \mathbb{Z}, v \in IV \) and \( \otimes \in \{+, -\} \).
The set of boolean expressions over IV, denoted BoE(IV), is defined by

$$\beta ::= \text{true} \mid \text{expr} \sim \text{expr} \mid \beta \land \beta \mid \beta \lor \beta \mid \neg \beta \mid (\beta),$$

where \( \text{expr} \in \text{Expr}(IV) \) and \( \sim \in \{=, \neq, <, \leq, >, \geq\} \).

The set of instructions over IV, denoted Ins(IV), is given by

$$\alpha ::= \epsilon \mid v := \text{expr} \mid \alpha \alpha,$$

where \( v \in IV, \text{expr} \in \text{Expr}(IV), \) and \( \epsilon \) denotes the empty sequence. Thus, an instruction over IV is either an atomic instruction over IV \( (v := \text{expr}) \), or a (possibly empty) sequence of atomic instructions. Moreover, by \( \text{Ins}^+(IV) \) we denote the set consisting of all these \( \alpha \in \text{Ins}(IV) \) in which any \( v \in IV \) appears on the left-hand side of “:=” (i.e. is assigned a new value) at most once.

2.2.1. Variables valuation

By a variables valuation we mean a total mapping \( v : IV \rightarrow ZZ \). We extend this mapping to expressions of \( \text{Expr}(IV) \) in the usual way. Moreover, we assume that the domain of values for each variable is finite.

The satisfaction relation \((\models)\) for a boolean expression \( \beta \in \text{BoE}(IV) \) and a valuation \( v \) is defined as: \( v \models \text{true} \), \( v \models \beta_1 \land \beta_2 \) iff \( v \models \beta_1 \) and \( v \models \beta_2 \), \( v \models \beta_1 \lor \beta_2 \) iff \( v \models \beta_1 \) or \( v \models \beta_2 \), \( v \models \neg \beta \) iff \( v \not\models \beta \), and \( v \models \text{expr}_1 \sim \text{expr}_2 \) iff \( v(\text{expr}_1) \sim v(\text{expr}_2) \). Given a variables valuation \( v \) and an instruction \( \alpha \in \text{Ins}(IV) \), we denote by \( v(\alpha) \) a valuation \( v' \) such that

- if \( \alpha = \epsilon \) then \( v' = v \),
- if \( \alpha = (v := \text{expr}) \) then for all \( v' \in IV \) it holds \( v'(v') = v(\text{expr}) \) if \( v' = v \), and \( v'(v') = v(v') \) otherwise,
- if \( \alpha = \alpha_1 \alpha_2 \) then \( v' = (v(\alpha_1))(\alpha_2) \).

2.3. Clocks

Let \( \mathcal{X} = \{x_1, \ldots, x_{n_x}\} \) be a finite set of real-valued variables, called clocks. The set of clock constraints over \( \mathcal{X} \), denoted \( C(\mathcal{X}) \), is defined by the grammar:

$$\mathcal{cc} ::= \text{true} \mid x_i \sim c \mid x_i - x_j \sim c \mid \mathcal{cc} \land \mathcal{cc},$$

where \( x_i, x_j \in \mathcal{X}, c \in \mathbb{N}, \) and \( \sim \in \{\leq, <, =, >, \geq\} \). Let \( \mathcal{X}^+ \) denote the set \( \mathcal{X} \cup \{x_0\} \), where \( x_0 \notin \mathcal{X} \) is a fictitious clock representing the constant 0. An assignment over \( \mathcal{X} \) is a function \( a : \mathcal{X} \rightarrow \mathcal{X}^+ \). \( \text{Asg}(\mathcal{X}) \) denotes the set of all the assignments over \( \mathcal{X} \).

2.3.1. Clock valuation

By a clock valuation we mean a total mapping \( c : \mathcal{X} \rightarrow \mathbb{R}_+ \). The satisfaction relation \((\models)\) for a clock constraint \( \mathcal{cc} \in C(\mathcal{X}) \) and a clock valuation \( c \) is defined as \( c \models \text{true} \), \( c \models (x_i \sim c) \) iff \( c(x_i) \sim c \), \( c \models (x_i - x_j \sim c) \) iff \( c(x_i) - c(x_j) \sim c \), and \( c \models \mathcal{cc}_1 \land \mathcal{cc}_2 \) iff \( c \models \mathcal{cc}_1 \) and \( c \models \mathcal{cc}_2 \). In what follows, the
set of all the clock valuations satisfying a clock constraint \( c \) is denoted by \([c]\). Given a clock valuation \( c \) and \( \delta \in \mathbb{R}_+ \), by \( c + \delta \) we denote a clock valuation \( c' \) such that \( c'(x) = c(x) + \delta \) for all \( x \in \mathcal{X} \). Moreover, for a clock valuation \( c \) and an assignment \( a \in \text{Asg}(\mathcal{X}) \), by \( c(a) \) we denote a clock valuation \( c' \) such that for all \( x \in \mathcal{X} \) it holds \( c'(x) = c(a(x)) \) if \( a(x) \in \mathcal{X} \), and \( c'(x) = 0 \) otherwise (i.e., if \( a(x) = x_0 \)). Finally, by \( c^0 \) we denote the initial clock valuation, i.e., the valuation such that \( c^0(x) = 0 \) for all \( x \in \mathcal{X} \).

2.4. Timed Automata with Discrete Data

In our paper we assume a definition of timed automata with discrete data which extend the standard timed automata of [1] in the following way:

**Definition 2.1.** A timed automaton with discrete data (TADD) is a tuple \( \mathcal{A} = (\mathcal{L}, L, l^0, IV, \mathcal{X}, \mathcal{E}, \mathcal{I}) \), where \( \mathcal{L} \) is a finite set of labels (actions), \( L \) is a finite set of locations, \( l^0 \) is the initial location, \( IV \) is a finite set of integer variables, \( \mathcal{X} \) is a finite set of clocks, \( \mathcal{E} \subseteq L \times \mathcal{L} \times \text{BoE}(IV) \times \text{C}(\mathcal{X}) \times \text{Ins}^0(IV) \times \text{Asg}(\mathcal{X}) \times \times L \) is a transition relation, and \( \mathcal{I} : L \to \text{C}(\mathcal{X}) \) is an invariant function.

The invariant function assigns to each location a clock constraint expressing the condition under which \( \mathcal{A} \) can stay in this location. Each element \( t = (l, l, \beta, cc, \alpha, a, l') \in \mathcal{E} \) denotes a transition from the location \( l \) to the location \( l' \), where \( l \) is the label of the transition \( t \), \( \beta \) and \( cc \) define the enabling conditions for \( t \), \( \alpha \) is the instruction to be performed, and \( a \) is the clock assignment. Moreover, for a transition \( t = (l, l, \beta, cc, \alpha, a, l') \in \mathcal{E} \) we write source\((t)\), label\((t)\), vguard\((t)\), cguard\((t)\), instr\((t)\), asgn\((t)\) and target\((t)\) for \( l, l, \beta, cc, \alpha, a \) and \( l' \) respectively.

Semantics of the above automata is given as follows:

**Definition 2.2.** Semantics of a TADD \( \mathcal{A} = (\mathcal{L}, L, l^0, IV, \mathcal{X}, \mathcal{E}, \mathcal{I}) \) for an initial variables valuation \( v^0 : IV \to \mathbb{Z} \) is a labelled transition system \( S(\mathcal{A}) = (Q, q^0, \mathcal{L}_S, \rightarrow) \), where:

- \( Q = \{(l, v, c) \mid l \in L \land v \in \mathbb{Z}^{\lvert IV \rvert} \land c \in \mathbb{R}_{+}^{\lvert \mathcal{X} \rvert} \land c \models \mathcal{I}(l)\} \) is the set of states,
- \( q^0 = (l^0, v^0, c^0) \) is the initial state,
- \( \mathcal{L}_S = \mathcal{L} \cup \mathbb{R}_+ \) is the set of labels,
- \( \rightarrow \subseteq Q \times \mathcal{L}_S \times Q \) is the smallest transition relation defined by the rules:
  
  - for \( l \in \mathcal{L} \), \( (l, v, c) \xrightarrow{l}(l', v', c') \) iff there exists a transition \( t = (l, l, \beta, cc, \alpha, a, l') \in \mathcal{E} \) such that \( v \models \beta, c \models cc, v' = v(\alpha), c \models \mathcal{I}(l) \) and \( c' = c(\alpha) \models \mathcal{I}(l') \) (action transition),
  
  - for \( \delta \in \mathbb{R}_+, (l, v, c) \xrightarrow{\delta}(l, v, c + \delta) \) iff \( e, c + \delta \models \mathcal{I}(l) \) (time transition).

A transition \( t \in \mathcal{E} \) is enabled at a state \( (l, v, c) \) if \( v \models \text{vguard}(t), c \models \text{cguard}(t) \) and \( c(\text{asgn}(t)) \models \mathcal{I}(\text{target}(t)) \). Intuitively, in the initial state all the variables are set to their initial values, and all the clocks are set to zero. Then, being in a state \( q = (l, v, c) \) the system can either execute an enabled transition \( t \) and move to the state \( q' = (l', v', c') \) where \( l' = \text{target}(t) \), the valuation of variables is changed according to \( \text{instr}(t) \), and the clock valuation is changed according to \( \text{asgn}(t) \), or move to the state \( q' = (l, v, c + \delta) \) which results from passing some time \( \delta \in \mathbb{R}_+ \) such that \( c + \delta \models \mathcal{I}(l) \).

We say that a location \( l \) (a variables valuation \( v \), respectively) is reachable if some state \( (l, \cdot, \cdot, \cdot) \) ((\( \cdot, v, \cdot \)), respectively) is reachable in \( S(\mathcal{A}) \).
2.5. Networks of TADD

We assume that a system to be tested is described by a set (network) of timed automata with discrete data \( \mathfrak{A} = \{ \mathcal{A}_i \mid i = 1, \ldots, n \} \) which run in parallel. The automata communicate with each other via shared (i.e., common for some automata) variables, and perform transitions with shared labels synchronously. We assume the scheme of multisynchronisation, which requires the transitions with a shared label to be executed synchronously by each automaton that contains this label in its set of labels. To obtain a clear semantics of variable updating it is necessary to fix the order of instructions in the case of synchronous execution of transitions. Thus, the transition whose instruction is to be taken first (called the output transition) is marked with the character '!', whereas these which are to be taken later (the input ones) are marked with the character '?'. We assume additionally that the input transitions do not update shared variables, and that for each shared label \( l \) there is exactly one \( \mathcal{A}_i \in \mathfrak{A} \) in which transitions labelled with \( l \) are output ones.

Let \( \mathfrak{A} = \{ \mathcal{A}_i = (L_i, l_i, l_i^0, IV_i, \mathcal{X}_i, \mathcal{E}_i, \mathcal{I}_i) \mid i = 1, \ldots, n \} \) be a set of TADD. Define \( \mathcal{L}(l) = \{ 1 \leq i \leq n \mid l \in L_i \} \), which is a set of indices identifying the automata of \( \mathfrak{A} \) containing the label \( l \). In order to fix the ordering of instructions, we introduce a partial function \( f_{\mathfrak{A}} : \bigcup_{i=1}^n \mathcal{E}_i \to \{!, ?\} \) which marks the transitions with the common labels with '!' and '?', satisfying the conditions: for each \( t \) with \( \text{card}(\mathcal{L}(\text{label}(t))) > 1 \) there exists \( i \in \mathcal{L}(\text{label}(t)) \) such that for each \( t' \in \mathcal{E}_i \) with \( \text{label}(t') = \text{label}(t) \) \( f_{\mathfrak{A}}(t') =! \) and for all \( j \in \mathcal{L}(\text{label}(t)) \setminus \{i\} \) and all \( t'' \in \mathcal{E}_j \) with \( \text{label}(t'') = \text{label}(t) \) \( f_{\mathfrak{A}}(t'') =? \), whereas for each \( t \) with \( \text{card}(\mathcal{L}(\text{label}(t))) = 1 \) \( f_{\mathfrak{A}}(t) \) is undefined. Moreover, given a subset \( J = \{j_1, \ldots, j_m\} \) of \( \{1, \ldots, n\} \) and the instructions \( \{\alpha_j \in \text{Ins}^\circ(\mathcal{I}V) \mid j \in J\} \), define \( \bigcup_{j \in J} \alpha_j \) as a sequence \( \alpha_{j_{k_1}} \cdots \alpha_{j_{k_m}} \) with \( j_{k_i} \in J \) and \( j_{k_i} < j_{k_{i+1}} \) for each \( i = 1, \ldots, m - 1 \).

**Definition 2.3.** Let \( \mathfrak{A} = \{ \mathcal{A}_i = (L_i, l_i, l_i^0, IV_i, \mathcal{X}_i, \mathcal{E}_i, \mathcal{I}_i) \mid i = 1, \ldots, n \} \) be a set of timed automata with discrete data such that \( \mathcal{X}_i \cap \mathcal{X}_j = \emptyset \) for all \( i, j \in \{1, \ldots, n\} \) with \( i \neq j \), and let \( f_{\mathfrak{A}} : \bigcup_{i=1}^n \mathcal{E}_i \to \{!, ?\} \) be a partial function which fixes the ordering of instructions. A parallel composition (product) of \( \mathfrak{A} \), denoted \( \mathcal{A}_1||\mathcal{A}_2||\ldots||\mathcal{A}_n \), is the timed automaton with discrete data \( \mathcal{A} = (\mathcal{L}, \mathcal{L}, l^0, IV, \mathcal{X}, \mathcal{E}, \mathcal{I}) \), where:

- \( \mathcal{L} = \bigcup_{i=1}^n L_i, \mathcal{L} = \prod_{i=1}^n L_i, l^0 = (l_1^0, \ldots, l_n^0), IV = \bigcup_{i=1}^n IV_i, \mathcal{X} = \bigcup_{i=1}^n \mathcal{X}_i, \)

- the transition relation \( \mathcal{E} \) is defined in the following way:
  \[ \langle (l_1, \ldots, l_n), l, \beta, \mathbf{c}, \alpha, a, (l_1', \ldots, l_n') \rangle \in \mathcal{E} \text{ iff} \]
  - either there exists \( j \in \mathcal{L}(l) \) and \( t \in \mathcal{E}_j \) with \( \text{label}(t) = l \) s.t. \( f_{\mathfrak{A}}(t) =! \), and for all \( i \in \mathcal{L}(l) \) \( \langle l_i, \beta_i, \mathbf{c}_i, \alpha_i, a_i, l_i' \rangle \in \mathcal{E}_i, \beta = \bigwedge_{i \in \mathcal{L}(l)} \beta_i, \mathbf{c} = \bigwedge_{i \in \mathcal{L}(l)} \mathbf{c}_i, \alpha = \bigwedge_{i \in \mathcal{L}(l) \setminus \{j\}} \alpha_i, a = \bigcup_{i \in \mathcal{L}(l)} a_i, \text{ and for all } i \in \{1, \ldots, n\} \setminus \{j\} \) it holds \( l_i' = l_i \),
  - or there exists \( j \in \{1, \ldots, n\} \) such that \( \mathcal{L}(l) = \{j\}, \langle l_j, l, \beta, \mathbf{c}, \alpha, a, l_j' \rangle \in \mathcal{E}_j \) and for all \( i \in \{1, \ldots, n\} \setminus \{j\} \) it holds \( l_i' = l_i \),

- \( \mathcal{I}(l_1, \ldots, l_n) = \bigwedge_{i=1}^n \mathcal{I}_i(l_i) \).

Notice that the assumption that the input transitions do not update shared variables ensures that the above definition is correct, since for each instruction \( \alpha \) appearing in \( \mathcal{A} \) we have \( \alpha \in \text{Ins}^\circ(IV) \) (i.e., while performing any instruction in \( \mathcal{A} \) each variable is updated at most once). The assumption that the sets of clocks of the automata are disjoint is made for simplicity (without it, fixing the order of clock assignments in the case of synchronous execution of the transitions would be required).
2.6. Concrete Models for TADD

Let $\mathfrak{A} = \{A_i \mid i = 1, \ldots, n\}$ be a set of TADD, $A = (L, L, l^0, IV, X, E, I)$ be its parallel composition, and $S(A) = (Q, q^0, L, \rightarrow)$ be the transition system (semantics) for $A$. An atomic proposition is of the form $A_i.l$ or $expr_1 \sim expr_2$, where $expr_1, expr_2 \in Expr(IV)$, $\sim$ is a relational operator, and $l \in L_i$. The set of all the atomic propositions of the form $A_i.l$ is denoted by $PV_{loc}$, the set of all the atomic propositions of the form $expr_1 \sim expr_2$ by $PV_{var}$. We define also $PV := PV_{loc} \cup PV_{var}$.

In order to reason about properties of a system represented by $\mathfrak{A}$, we introduce a labelling function $\mathcal{V} : Q \rightarrow 2^{PV}$. For $q = (l_1, \ldots, l_n), v, c \in Q$, $\mathcal{V}(q)$ is given as follows: $expr_1 \sim expr_2 \in \mathcal{V}(q)$ iff $v \models expr_1 \sim expr_2$, and $A_i.l \in \mathcal{V}(q)$ iff $l_i = l$. A concrete model is a pair $M = (S(A), \mathcal{V})$.

3. Discretised Models for TADD

As it is easy to see from the above description, transition systems (and therefore concrete models) for TADD are usually infinite. Infinite number of their states follows from infinity of the time domain only, since we assumed the domain of values of the integer variables to be finite. Moreover, the set $L_S$ is infinite as well. However, in order to perform a verification in an efficient way, we need to replace the above model by a finite structure which preserves the properties of interest. For simplicity we provide a description for one automaton only, but the method can be easily applied also to networks of TADD.

Given a TADD $A = (L, L, l^0, IV, X, E, I)$, denote by $c_{max}(A)$ the largest constant appearing in the clock constraints occurring in all the enabling conditions and the values of the invariant function of $A$. Moreover, for any $\delta \in \mathbb{R}_{++}$, let $\text{frac}(\delta)$ denote the fractional part of $\delta$, and let $\lceil \delta \rceil$ denote its integral part. Denote by $\tilde{S}(A)$ a transition system for $A$ which differs from $S(A)$ in the set of labels only, i.e., $\tilde{S}(A) = (Q, q^0, L, \rightarrow)$, with $L = L \cup \lfloor c_{max}(A) + 1 \rfloor$. It is easy to prove the following lemma:

**Lemma 3.1.** The following conditions hold:

a) any location $l$ of a TADD $A$ is reachable in $S(A)$ iff it is reachable in $\tilde{S}(A)$;

b) any valuation $v$ of integer variables of a TADD $A$ is reachable in $S(A)$ iff it is reachable in $\tilde{S}(A)$.

**Proof:** The “$\Leftarrow$” parts of both (a) and (b) are obvious. The “$\Rightarrow$” parts can be proven by an induction on the length of the path on which the location $l$ or the valuation $v$ is reachable in $S(A)$. In order to prove (a) it is sufficient to notice that for any time step of a label $\delta > c_{max}(A) + 1$ one can replace $\delta$ by $\delta' \leq c_{max}(A) + 1$, obtaining a time transition in $\tilde{S}(A)$. More precisely, if $\text{frac}(\delta) = 0$, then we can put $\delta' = c_{max}(A) + 1$, and $\delta' = c_{max}(A) + \text{frac}(\delta)$ otherwise. To prove (b), one should notice also that replacing $\delta$ by $\delta'$ does not influence the values of integer variables.

The transition systems $S(A)$ and $\tilde{S}(A)$ for a given automaton $A$ are of an infinite (and uncountable) number of labels and of an infinite (and uncountable) number of states. As it has been stated previously, the above fact does not follow from the presence of integer variables, since the number of their possible values is finite. Therefore, in order to obtain a finite structure appropriate for reachability verification, we can follow the solutions for standard timed automata. Thus, we apply the result of Alur and Dill [2] which states that the reachability problem for the propositions of $PV_{loc}$ and $S(A)$ (and therefore for $PV_{loc}$ and $\tilde{S}(A)$) can be reduced to the reachability problem for a transition system of finitely many
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\[ \text{The transition systems } S(A) \text{ and } \tilde{S}(A) \text{ for a given automaton } A \text{ are of an infinite (and uncountable) number of labels and of an infinite (and uncountable) number of states. As it has been stated previously, the above fact does not follow from the presence of integer variables, since the number of their possible values is finite. Therefore, in order to obtain a finite structure appropriate for reachability verification, we can follow the solutions for standard timed automata. Thus, we apply the result of Alur and Dill [2] which states that the reachability problem for the propositions of } PV_{loc} \text{ and } S(A) \text{ (and therefore for } PV_{loc} \text{ and } \tilde{S}(A)) \text{ can be reduced to the reachability problem for a transition system of finitely many} \]
states and finitely many labels. This can be done by defining an equivalence relation (called region equivalence) which equates two states of the same location if they agree on the integral parts and on the ordering of the fractional parts of the values of all the clocks. However, following [19], we apply a weaker variant of the region equivalence, defined below.

The equivalence relation \( \simeq \), called weak region equivalence, is defined over the set of all the clock valuations for \( \mathcal{X} \) in the following way:

**Definition 3.1.** For two clock valuations \( c, c' \in \mathbb{R}_+^{\{X\}} \), \( c \simeq c' \) iff for all \( x, x' \in \mathcal{X} \) the following conditions are met:

a) \( \lfloor c(x) \rfloor = \lfloor c'(x) \rfloor \),

b) \( \text{frac}(c(x)) = 0 \) iff \( \text{frac}(c'(x)) = 0 \),

c) \( \text{frac}(c(x)) < \text{frac}(c'(x)) \) iff \( \text{frac}(c'(x)) < \text{frac}(c'(x')) \).

It has been shown in [19] that the following two lemmas hold:

**Lemma 3.2.** Let \( \mathcal{X} \) be a set of clocks, and \( c, c' \in \mathbb{R}_+^{\{X\}} \) be clock valuations s.t. \( c \simeq c' \). Then, for any clock constraint \( cc \in C(\mathcal{X}) \) it holds \( c \in \llbracket cc \rrbracket \iff c' \in \llbracket cc \rrbracket \).

**Lemma 3.3.** Let \( \mathcal{X} \) be a set of clocks, and \( c, c' \in \mathbb{R}_+^{\{X\}} \) be clock valuations s.t. for any clock constraint \( cc \in C(\mathcal{X}) \), \( c \in \llbracket cc \rrbracket \iff c' \in \llbracket cc \rrbracket \). Then, it holds \( c \simeq c' \).

The next lemma follows from the definitions of the involved notions in a straightforward way:

**Lemma 3.4.** Let \( \mathcal{X} \) be a set of clocks, and \( c, c' \in \mathbb{R}_+^{\{X\}} \) be clock valuations such that \( c \simeq c' \). Then, for any \( a \in \text{Asy}(\mathcal{X}) \) it holds \( c(a) \simeq c'(a) \).

### 3.1. Discretisation

In order to obtain a structure appropriate for reachability verification using BMC, we apply the discretisation defined in [19]:

Let \( \mathcal{A} = (L, L, l_0, I V, \mathcal{X}, E, I) \) be a timed automaton with discrete data. For every \( m \in \mathbb{N} \) we define \( D_m = \{ d \in \mathbb{Q} \mid (\exists k \in \mathbb{N}) \ d \cdot 2^m = k \} \) and \( E_m = \{ e \in \mathbb{Q} \mid (\exists k \in \mathbb{N}) \ e \cdot 2^m = k \land e \leq c_{\max}(\mathcal{A}) + 1 \} \). Next, we choose \( D = \bigcup_{m=0}^{\infty} D_m \) as the set of discretised clock values, and \( E = \bigcup_{m=1}^{\infty} E_m \) as the set of labels. Then, we obtain the following lemmas [19]:

**Lemma 3.5.** For every \( c \in \mathbb{R}_+^{\{X\}} \) there exists \( c' \in D^{\{X\}} \) such that \( c \simeq c' \).

**Lemma 3.6.** Let \( c \in \mathbb{R}_+^{\{X\}} \) be a clock valuation, \( \delta \in [0, c_{\max}(\mathcal{A}) + 1] \), and \( m \in \mathbb{N} \). Then, for each \( c' \in D_m^{\{X\}} \) such that \( c \simeq c' \) there exists \( \delta' \in E_{m+1} \) such that \( c + \delta \simeq c' + \delta' \). Moreover, \( c' + \delta' \in D_{m+1}^{\{X\}} \).
Theorem 3.1. We can prove the following theorem:

Given a set of propositional variables \( \mathcal{P} \subseteq \mathcal{V} \) such that \( \mathcal{P} \in [l, v, c] \) \( l \in \mathcal{L} \) \( \land \ v \in \mathbb{Z}^{[\mathcal{V}]} \) \( \land \ c \in \mathcal{D}^{[\mathcal{X}]} \) \( \land \ c \in \mathcal{I}(l) \}, \) and the transition relation \( \rightarrow_D \) consists of the following two types of transitions:

- For \( l \in \mathcal{L} \), \( (l, v, c) \xrightarrow{1} (l', v', c') \) if \( (l, v, c) \xrightarrow{1} (l', v', c') \) in \( \tilde{S}(\mathcal{A}) \) (action transition),
- For \( \delta \in E \), \( (l, v, c) \xrightarrow{\delta_D} (l, v, c + \delta) \) if \( c + \delta \models \mathcal{I}(l) \) (time transition).

We can prove the following theorem:

**Theorem 3.1.** Let \( \mathcal{A} = (\mathcal{L}, \mathcal{L}, l^0, \mathcal{I}, \mathcal{X}, \mathcal{E}, \mathcal{I}) \) be a TADD, \( l \in \mathcal{L} \) be a location, \( v \in \mathbb{Z}^{[\mathcal{V}]} \) be a valuation of integer variables, and \( c \in \mathbb{R}^{[\mathcal{X}]} \) be a valuation of clocks. If the state \( (l, v, c) \) is reachable in \( \tilde{S}(\mathcal{A}) \), then there exists a clock valuation \( c' \in \mathcal{D}^{[\mathcal{X}]} \) such that \( c' \equiv c \) and the state \( (l, v, c') \) is reachable in \( \mathcal{D}(\mathcal{A}) \).

**Proof:** Assume that the state \( (l, v, c) \) is reachable in \( \tilde{S}(\mathcal{A}) \). Thus, there exists a \( k \)-path \( \pi = ((l_0, v_0, c_0), \ldots, (l_k, v_k, c_k)) \) with \( (l_0, v_0, c_0) = (l^0, v^0, c^0) \) in \( \tilde{S}(\mathcal{A}) \) such that \( (l_k, v_k, c_k) = (l, v, c) \). We apply the induction on the length of \( \pi \).

1. **The last transition of \( \pi \) is a time transition:** Let \( \delta \in [0, c_{max}(\mathcal{A}) + 1] \) be a clock valuation. From Lemma 3.6 there exists \( \delta' \in E \) such that \( c' + \delta' \equiv c_{k-1} \). This means that the state \( (l_{k}, v_k, c' + \delta') \) is reachable in \( \mathcal{D}(\mathcal{A}) \), and \( c' + \delta' \equiv c_k \).
2. **The last transition of \( \pi \) is an action transition:** Therefore, \( v_k = v_{k-1} + \delta \) and \( c_k = c_{k-1} + \delta \). From Lemma 3.2 we have that \( (l_{k-1}, v_{k-1}, c_{k-1}) \xrightarrow{D} (l_k, v_k, c_k) \) is an action transition in \( \mathcal{D}(\mathcal{A}) \). This means that the state \( (l_k, v_k, c'('a)) \) is reachable in \( \mathcal{D}(\mathcal{A}) \), and from Lemma 3.4 we have \( c'('a) \equiv c_k \).

It is clear that every \( k \)-path in \( \mathcal{D}(\mathcal{A}) \) is also a \( k \)-path in \( \tilde{S}(\mathcal{A}) \). Thus, each reachable state of \( \mathcal{D}(\mathcal{A}) \) is also a reachable state of \( \tilde{S}(\mathcal{A}) \). From this and from Lemma 3.5 we obtain the following results:

**Corollary 3.1.** Any location of \( \mathcal{A} \) and any valuation of integer variables is reachable in \( \tilde{S}(\mathcal{A}) \) if it is reachable in \( \mathcal{D}(\mathcal{A}) \).

**Corollary 3.2.** Given a set of propositional variables \( PV = PV_{loc} \cup PV_{var} \) and a concrete model \( M = (\mathcal{S}(\mathcal{A}), \mathcal{V}) \) with \( \mathcal{V} : Q \rightarrow 2^{PV} \). For any \( \varphi \in PV \), there exists a reachable state \( q \) of \( M \) satisfying \( \varphi \in \mathcal{V}(q) \) if there exists a reachable state \( q' \) of a discretised model \( M_D = (\mathcal{D}(\mathcal{A}), \mathcal{V}|_{Q_D}) \) satisfying \( \varphi \in \mathcal{V}|_{Q_D}(q') \).
The last corollary means that discretised transition systems and models can be applied to testing reachability.

The transition system \( D(A) \) is of a countable set of states and of a countable set of labels. In order to check reachability in an efficient way, we again apply the solutions shown in [19], i.e., test reachability on normalised special \( k \)-paths. Given \( m \in \mathbb{N} \), denote by \( h(m) \) the value \( \lceil \frac{m}{2} + 1 \rceil \). A normalised special \( k \)-path is a \( k \)-path \( \pi = (q_0, \ldots, q_k) \) s.t. for each even \( i \) \( (0 \leq i < k) \) the transition \( q_i \rightarrow_D q_{i+1} \) is a time transition labelled with \( \delta \in E_{h(i)+1} \), for each odd \( i \) \( (0 < i < k) \) the transition \( q_i \rightarrow_D q_{i+1} \) is an action transition, and all the clock values of \( q_i \) \( (i = 0, \ldots, k) \) belong to \( D_{h(i)} \). Analogously as in [19] we can obtain the following result, useful for efficient encoding in SAT-based verification (see the next section):

**Lemma 3.7.** Any location \( l \) and any valuation of integer variables \( v \) is reachable in \( D(A) \) iff it is reachable on some normalised \( k \)-path of \( D(A) \).

### 4. Testing Reachability

In order to apply Bounded Model Checking to testing reachability of a state satisfying certain (usually undesired) property, we unfold the transition relation of a given automaton up to some depth \( k \), and encode this unfolding as a propositional formula. Then, the property to be tested is encoded as a propositional formula as well, and satisfiability of the conjunction of these two formulas is checked using a SAT-solver. If the conjunction is satisfiable, one can conclude that a counterexample (a path to an undesirable property) was found. Otherwise, the value of \( k \) is incremented. The above process can be terminated when the value of \( k \) is equal to the diameter of the system, i.e., to the maximal length of a shortest path between its two arbitrary states.

All the clock values on a normalised \( k \)-path are bounded by a number \( K \) depending on \( k \) and \( c_{\text{max}}(A) \) [19]. Since the number of locations and values of integer variables is finite, we can represent (encode) each state on a normalised \( k \)-path by a bit vector of the length \( r_k \) depending on the number of the locations of \( A \), the number \( K \), the number of the integer variables and clocks, and the maximal possible absolute value of the integer variables. In order to symbolically represent normalised \( k \)-paths in \( D(A) \) for a given TADD \( A \), we use vectors of propositional variables, called state variables. Denote by \( SV \) a set of state variables, containing the symbols \( \text{true} \) and \( \text{false} \). Each state of a normalised \( k \)-path can be symbolically represented as a valuation of a vector \( \overline{w} = (w_1, \ldots, w_{r_k}) \) of state variables. If we define a valuation (interpretation) of state variables as \( V : SV \rightarrow \{0, 1\} \), then its extension for vectors of \( r_k \) state variables \( V : S^{r_k} \rightarrow \{0, 1\}^{r_k} \) can be given by \( V(w_1, \ldots, w_{r_k}) = (V(w_1), \ldots, V(w_{r_k})) \). In what follows, we identify for simplicity the states of \( D(A) \) and their symbolic representations. Then, we define the following propositional formulas \( (\overline{w} = (w_1, \ldots, w_{r_k}) \) and \( \overline{w}' = (w'_1, \ldots, w'_{r_k}) \) are vectors of state variables):

- \( I(\overline{w}) \) - a formula s.t. for every interpretation \( V : SV \rightarrow \{0, 1\} \) of state variables, \( V \) satisfies \( I(\overline{w}) \) iff \( V(\overline{w}) \) is the initial state of \( D(A) \),
- \( TT(\overline{w}, \overline{w}') \) - a formula s.t. for every interpretation \( V : SV \rightarrow \{0, 1\} \) of state variables, \( V \) satisfies \( TT(\overline{w}, \overline{w}') \) iff \( V(\overline{w}) \overset{\delta}{\rightarrow}\overline{w}' \) in \( D(A) \), for some \( \delta \in E \),
- \( AT(\overline{w}, \overline{w}') \) - a formula s.t. for every interpretation \( V : SV \rightarrow \{0, 1\} \) of state variables, \( V \) satisfies \( AT(\overline{w}, \overline{w}') \) iff \( V(\overline{w}) \overset{\ell}{\rightarrow}\overline{w}' \) in \( D(A) \), for some \( \ell \in \mathcal{L} \).
Then, we define the formula \( \text{path}_k(\overline{w}_0, \ldots, \overline{w}_k) \) which symbolically encodes all the normalised \( k \)-paths starting at the initial state of \( D(A) \):

\[
\text{path}_k(\overline{w}_0, \ldots, \overline{w}_k) := I(\overline{w}_0) \land \bigwedge_{i=0}^{k-1} T(\overline{w}_i, \overline{w}_{i+1}),
\]

where \( \overline{w}_i \) are vectors of state variables, \( T(\overline{w}_i, \overline{w}_{i+1}) = TT(\overline{w}_i, \overline{w}_{i+1}) \) if \( i \mod 2 = 0 \), and \( T(\overline{w}_i, \overline{w}_{i+1}) = AT(\overline{w}_i, \overline{w}_{i+1}) \) if \( i \mod 2 = 1 \). Given the above formula and a propositional formula \(udp(\overline{w})\) which encodes the set of states satisfying some undesirable property whose reachability is to be checked, we try to establish whether a state that satisfies \(udp(\overline{w})\) can be reached on a \( k \)-path starting at the initial state. This is done by checking satisfiability of the formula

\[
\text{reach}_k := \text{path}_k(\overline{w}_0, \ldots, \overline{w}_k) \land \bigvee_{i=0}^{k}udp(\overline{w}_i).
\]

The unfolding of the transition relation (incrementing the value of \( k \)) is terminated if either the above formula is satisfiable (which means that a state we are searching for is reachable), or it is impossible for a given SAT-solver to check the satisfiability of the formula (and so in our case no answer can be found).

Besides searching for errors, the BMC technique can be also applied to proving correctness of a system (i.e., showing that the undesired property does not hold for it). Instead of the simplest but inefficient solution, i.e., incrementing the value of \( k \) up to the diameter of the system, the method of [18] can be applied. It consists in using a SAT-solver to searching for a minimal possible \( k \) such that if the property holds at none of the \( k \)-paths then it is unreachable at all, and then, when such a \( k \) is found, checking (as described above) whether the property really does not hold on the \( k \)-paths. A detailed explanation of the method can be found in [18] (the paper deals with standard timed automata, but the idea of the method is not influenced by the presence of integer variables).

### 4.1. Implementation Details: Encoding Action Transitions

One of the important elements of the implementation is to generate propositional formulas \( TT(\overline{w}_1, \overline{w}_2) \) and \( AT(\overline{w}_1, \overline{w}_2) \) which encode time- and action transitions of a (network of) TADD. Since the unfolding of \( TT(\overline{w}_1, \overline{w}_2) \) does not differ from that for standard timed automata presented in previous works, we present the details of encoding action transitions of a network of TADD \( \mathcal{A} = \{A_i = (L_i, l_i^0, l_i^1, I_i, \mathcal{X}_i, \mathcal{E}_i, T_i) \mid i = 1, \ldots, n\} \). The encoding method assumes that the transition relation of a TADD can contain several elements of the same label.

A formula which encodes the action part of the transition relation is a disjunction (over the set \( \mathcal{L} = \bigcup_{i=1}^{n} \mathcal{L}_i \) of all the actions of \( \mathcal{A} \)) of formulas which encode all the transitions labelled with the given action:

\[
AT(\overline{w}_1, \overline{w}_2) := \bigvee_{l \in \mathcal{L}} B_l(\overline{w}_1, \overline{w}_2).
\]

In order to encode the formula \( B_l(\overline{w}_1, \overline{w}_2) \) we define some auxiliary sets and functions. Let for \( j \in \{1, \ldots, n\} \) and \( l \in \mathcal{L} \), \( Tr_{(j,0)} \) denote the set of all the transitions of \( A_j \) which are labelled with the action \( l \), and let \( \mathcal{L}(l) \) be defined as in Sec. 2.5. Now, for each \( j \in \mathcal{L}(l) \) let \( g_{(j,0)} \) be an arbitrary \( 1 \times 1 \) function \( g_{(j,0)} : Tr_{(j,0)} \rightarrow \{0, \ldots, |Tr_{(j,0)}| - 1\} \). Then, we define a function \( h_{(j,0)} \) on the set \( Tr_{(j,0)} \). Namely,
for each $t \in Tr_{(j,0)}$ let $h_{(j,0)}(t) = \langle j, l, source(t), target(t), g_{(j,0)}(t) \rangle$. Eventually, for a given action $l$, we define a function $R_l$ on the set $L(l)$. So, for each $j \in L(l)$, let $R_l(j) = \prod_{t \in Tr_{(j,0)}} \{h_{(j,0)}(t)\}$. In other words, for each $j \in L(l)$, $R_l(j)$ is a finite sequence (of the length $|Tr_{(j,0)}|$) of tuples of the form $\langle j, l, source(t), target(t), g_{(j,0)}(t) \rangle$, where $t \in Tr_{(j,0)}$. The function $R_l$ is used to generate the set $PE_l$ of all the possible executions of the action $l$. Now we define the formula $B_l(\overline{w_1}, \overline{w_2})$ as a disjunction (over the set $PE_l$) of formulas which encode all the possible executions of the action $l$, i.e., as

$$B_l(\overline{w_1}, \overline{w_2}) := \bigvee_{r \in PE_l} C_r(\overline{w_1}, \overline{w_2}).$$

For a given execution $r$ of the action $l$ the formula $C_r(\overline{w_1}, \overline{w_2})$ which encodes the execution $r$ is a conjunction of the following formulas: the formula which encodes a concrete execution of the action $l$ in all the components containing $l$, the formula which encodes staying all the components not containing $l$ in their current locations, and the formula which encodes executing the instruction (i.e. a sequence of assignments) determined by the concrete execution of the action $l$. A formula which encodes a concrete execution of the action $l$ in a given component (i.e. a concrete local action transition $t$) is a conjunction of the following formulas: the formula which encodes the change of a location in a given component by the transition $t$, the formula which encodes the guard of the transition $t$, the formula which encodes the invariant of the target location of the transition $t$, and the formula which encodes the enabling condition (on the integer variables) of the transition $t$.

## 5. Experimental Results

The algorithm presented in this paper has been implemented (as a part of the tool Verics [11]) in the programming language C++, and preliminary experiments were performed. The computer used was equipped with the processor Intel Pentium D (3000 MHz), 2 GB of main memory, and the system Linux.

The examples we considered in our tests are standard benchmarks used in the literature. The first one was (a modification of) the well-known Alternating Bit Protocol (ABP) [4] that provides a reliable communication over an unreliable network, using one-bit sequence numbers of messages and an acknowledgement to determine whether the message must be retransmitted. The system modelling it consists of three automata: Sender, Receiver and Faulty Buffer, which run in parallel. Since BMC is designed to search for errors, we modified the original automata to simulate an incorrect design, i.e., to have the property “at the beginning and always when Sender receives an acknowledgement, values of Sender’s bit and Receiver’s bits are equal” violated. The system (see Fig. 1) contains nine integer variables ($s_{data}, b_{data}, s_{bit}, b_{bit}, s_{ack}, b_{ack}, r_{data}, r_{bit}$ and $r_{bit}$), which we assume to be zero when it starts, and two clocks $x_1$ and $x_2$. The initial locations are coloured. Enabling conditions of the actions and invariants of the locations are given in brackets. For simplicity, the pictures contain only the synchronisation labels of the transitions ($send_{data}, rec_{data}, send_{ack}$ and $rec_{ack}$); the local actions are shown as unlabelled. Moreover, the names of the propositions of $PV_{loc}$, labelling the locations, are shortened to contain no automata names (e.g., $s_{init}$ instead of $Sender.s_{init}$). We have tested reachability of a state satisfying the property $\varphi ::= Sender.s_{init} \land s_{bit} \neq r_{bit}$. To do this, a path of length 14 was required. The boolean formula whose satisfiability was tested to this aim consisted of 22439 variables and 60791 clauses; our implementation needed 1.26 seconds and 6.20 MB of memory to produce it. Its satisfaction was tested by a SAT-solver MiniSat v.1.14 [13]; to check it 0.14 seconds
and 6.75 MB of memory was used. An error trace (witness) for \( \varphi \), generated by our implementation, is presented in Table 1 (the ordering of the variables in the table corresponds to that in the description above).

<table>
<thead>
<tr>
<th>Length of the path</th>
<th>Locations</th>
<th>Integer variables</th>
<th>Clocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0 0 0 0</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>1</td>
<td>0 0 1 0</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>2</td>
<td>1 0 0 0</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>3</td>
<td>0 0 0 0</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>4</td>
<td>0 1 1 0</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>5</td>
<td>0 0 0 1</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>6</td>
<td>0 0 1 1</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>7</td>
<td>0 0 0 0</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>8</td>
<td>0 0 0 0</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>9</td>
<td>0 0 0 0</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>10</td>
<td>0 0 0 0</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>11</td>
<td>0 0 0 0</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>12</td>
<td>0 0 0 0</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>13</td>
<td>0 0 0 0</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>14</td>
<td>0 0 0 0</td>
<td>0 0 0 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
</tbody>
</table>

Table 1. A witness for the property \( \varphi \)
The next example we considered was the standard Fischer’s mutual exclusion protocol (Mutex). The system consists of $n$ processes able to enter a critical section. To coordinate their accesses, a shared variable $id$ is used. The automata for Mutex with $n = 2$ are presented in Fig. 2 (the notations used in the figure follow the patterns introduced for ABP). The behaviour of the system depends on the values of the parameters $\Delta$ and $\delta$; the dependence $\delta < \Delta$ makes the mutual exclusion violated. In this case we tested the three properties: the negation of the standard mutual exclusion property, i.e., $\varphi_1 := \bigvee_{i,j \in \{1, \ldots, n\}, i \neq j} \text{Process}_i\text{.crit} \land \text{Process}_j\text{.crit}$ ("at least two processes are in their critical sections at the same time"), and the properties $\varphi_2 := \bigwedge_{i \in \{1, \ldots, n\}} \text{Process}_i\text{.crit}$ ("all the processes are in the critical sections at the same time") and $\varphi_3 := \text{Process}_1\text{.crit} \land \text{Process}_n\text{.crit}$ ("the first and the last process are in their critical sections at the same time"). The results for the above tests, for the values of parameters $\Delta = 2$ and $\delta = 1$, are presented in Table 2. Moreover, we checked correctness of the

<table>
<thead>
<tr>
<th>property</th>
<th>n</th>
<th>k</th>
<th>variables</th>
<th>clauses</th>
<th>BMC sec</th>
<th>BMC MB</th>
<th>MiniSAT sec</th>
<th>MiniSAT MB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_1$</td>
<td>2</td>
<td>12</td>
<td>8969</td>
<td>24262</td>
<td>0.2</td>
<td>4.1</td>
<td>0.0</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>12</td>
<td>40145</td>
<td>112622</td>
<td>1.1</td>
<td>9.1</td>
<td>1.5</td>
<td>9.9</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>12</td>
<td>82385</td>
<td>232882</td>
<td>2.7</td>
<td>15.8</td>
<td>5.9</td>
<td>19.9</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>12</td>
<td>231497</td>
<td>660838</td>
<td>10.1</td>
<td>40.0</td>
<td>18.1</td>
<td>53.0</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>12</td>
<td>555353</td>
<td>1601016</td>
<td>33.8</td>
<td>44.4</td>
<td>97.8</td>
<td>133.3</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>12</td>
<td>973777</td>
<td>2823078</td>
<td>72.7</td>
<td>161.9</td>
<td>870.8</td>
<td>450.2</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>12</td>
<td>1486877</td>
<td>4330078</td>
<td>129.9</td>
<td>247.1</td>
<td>3464.3</td>
<td>990.7</td>
</tr>
<tr>
<td>$\varphi_2$</td>
<td>2</td>
<td>12</td>
<td>8969</td>
<td>24262</td>
<td>0.2</td>
<td>4.1</td>
<td>0.0</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>26</td>
<td>48014</td>
<td>134434</td>
<td>1.2</td>
<td>10.2</td>
<td>1.1</td>
<td>10.4</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>40</td>
<td>141516</td>
<td>402382</td>
<td>3.9</td>
<td>25.3</td>
<td>99.7</td>
<td>39.4</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>54</td>
<td>342364</td>
<td>983829</td>
<td>10.0</td>
<td>57.9</td>
<td>1402.0</td>
<td>386.7</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>68</td>
<td>673315</td>
<td>1946906</td>
<td>20.4</td>
<td>111.9</td>
<td>10304.5</td>
<td>1751.1</td>
</tr>
<tr>
<td>$\varphi_3$</td>
<td>2</td>
<td>12</td>
<td>8969</td>
<td>24262</td>
<td>0.2</td>
<td>4.0</td>
<td>0.0</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>12</td>
<td>426581</td>
<td>1213790</td>
<td>28.4</td>
<td>71.1</td>
<td>2.8</td>
<td>60.6</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>12</td>
<td>3313565</td>
<td>9616342</td>
<td>627.0</td>
<td>543.1</td>
<td>51.0</td>
<td>440.0</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>12</td>
<td>9613697</td>
<td>28193738</td>
<td>2644.6</td>
<td>1585.1</td>
<td>244.8</td>
<td>1348.1</td>
</tr>
</tbody>
</table>

Table 2. Results for the mutual exclusion protocol ($n$ processes)
Table 3. A comparison with UPPAAL.

<table>
<thead>
<tr>
<th>property</th>
<th>UPPAAL - DFS</th>
<th>UPPAAL - BFS</th>
<th>BMC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>sec</td>
<td>MB</td>
</tr>
<tr>
<td>(\varphi_1)</td>
<td>1200</td>
<td>1321</td>
<td>1980</td>
</tr>
<tr>
<td>(\varphi_2)</td>
<td>9</td>
<td>10256</td>
<td>375</td>
</tr>
<tr>
<td>(\varphi_3)</td>
<td>17</td>
<td>174</td>
<td>1120</td>
</tr>
</tbody>
</table>

protocol for \(\Delta = 1\) and \(\delta = 2\). In this case, we were able to verify the mutual exclusion property for the network consisting of 9 processes.

Table 3 provides a comparison of the above results for Mutex with the corresponding ones obtained using the tool UPPAAL run in the BFS and DFS mode (both with the options -A -S2 -Z). The values for BMC denote the time (or memory, resp.) needed to generate the set of clauses plus the time (memory, resp.) used to solve its satisfiability via MiniSat. The results allow to assume that although UPPAAL is more effective in the cases when a counterexample can be easily found using the DFS strategy, in the opposite case, i.e. when not many counterexamples exist (and therefore UPPAAL’s BFS search gives better results than DFS), SAT-based verification occurs to be far more efficient. Therefore, the two strategies and tools seem to be complementary for practical applications.

6. Conclusions and Further Work

In the paper we have shown how to apply SAT-based reachability verification to the case of timed automata with discrete data. In the future, we are going to extend the method to TADD augmented with urgent transitions and more involved expressions on integer variables. As the next step, we are going to apply bounded model checking to verification of most complex properties of TADD, i.e., the properties expressible by formulas of the logics ACTL and TACTL.
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